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Generalized
Machine Learning Workflow

• Divide data into training and testing subset

• Model training data

• Evaluate trained model in training data

• Use trained model to predict response in 
testing data

• Evaluate model performance in testing data



Dataset

https://www.kaggle.com/mirichoi0218/insurance



Medical Insurance Dataset



Code Review



Include More Predictors in the 
Regression Model

• Continuous variables

bmi = num(:,3);



Include More Predictors in the 
Regression Model

• Ordinal variables

children = num(:,4);



Include More Predictors in the 
Regression Model

• Binary variables

smoker_str = txt(2:end,5);

smoker = cellfun(@(x)(strcmp(x,'yes')), 
smoker_str);

sex_str = txt(2:end,2);

sex = cellfun(@(x)(strcmp(x,'male')), sex_str);



Include More Predictors in the 
Regression Model

• Categorical (nominal) variables
region code region1 region2 region3 region4

southwest 0 1 0 0 0

southeast 1 0 1 0 0

southeast 1 0 1 0 0

northwest 2 0 0 1 0

northwest 2 0 0 0 0

southeast 1 0 1 0 0

southeast 1 0 1 0 0

northwest 2 0 0 0 0

northeast 3 0 0 0 1

northwest 2 0 0 1 0

northeast 3 0 0 0 1

southeast 1 0 1 0 0

southwest 0 1 0 0 0

southeast 1 0 1 0 0

southeast 1 0 1 0 0

There is no intrinsic order

in categorical variables



Include More Predictors in the 
Regression Model

• Categorical (nominal) variables

region_str = txt(2:end,6);

sw = cellfun(@(x)(strcmp(x,'southwest')), region_str);

se = cellfun(@(x)(strcmp(x,'southeast')), region_str);

nw = cellfun(@(x)(strcmp(x,'northwest')), region_str);

ne = cellfun(@(x)(strcmp(x,'northeast')), region_str);



Combine All Predictors and Response 
into a Data Matrix

• data = [age sex bmi children smoker sw se nw
ne insurance];



Apply Generalized Machine Learning 
Workflow to New Data

• data = [age sex bmi children smoker sw se nw
ne insurance];



Apply Generalized Machin Learning 
Workflow to New Data

• data = [age sex bmi children smoker sw se nw ne insurance];

• Divide data into training and testing subset

test_index = zeros(length(insurance),1);

test_sample = randsample(length(insurance),fix(length(insurance)*0.3));

test_index(test_sample) = 1;

train_index = ~test_index;

train_data = data(train_index==1,:);

test_data = data(test_index==1,:);

• Fit multiple linear regression to training data

model3 = fitlm(train_data(:,1:8),train_data(:,10))

• Predict Response in Testing Data

ypred = predict(model3,test_data(:,1:8));

• Evaluate the model

RMSE_test = sqrt(mean((ypred-test_data(:,10)).^2))

RMSE_train = model3.RMSE



Multiple Linear Regression Results



Apply Generalized Machin Learning 
Workflow to New Data (Improved)

• data = table(age,sex,bmi,children,smoker,region_str,insurance, 
'VariableNames',{'age','sex','bmi','children','smoker','region','insurance'});

• Divide data into training and testing subset

test_index = zeros(length(insurance),1);

test_sample = randsample(length(insurance),fix(length(insurance)*0.3));

test_index(test_sample) = 1;

train_index = ~test_index;

train_data = data(train_index==1,:);

test_data = data(test_index==1,:);

• Fit multiple linear regression to training data

model4 = fitlm(train_data,'ResponseVar','insurance')

• Predict Response in Testing Data

ypred = predict(model4,test_data);

• Evaluate the model

RMSE_test = sqrt(mean((ypred-test_data.insurance).^2))

RMSE_train = model4.RMSE



Multiple Linear Regression Results 
(Improved Interpretability)


